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Basics of SQL Server IO Configuration

SQL Server

Databases:

Filegroups &

Files

Data Log

LOBsIndexes

Req

Opn

Empl

oyee
Sales

Prod

uct

Tables

Ndx
Ndx

Custo

mer

Indexes



Ndx Ndx Ndx
Ndx

Basics of Tuning SQL Server Storage
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Step 1: Tune database I/O

Trans Logs

• Segregate database files from transaction log files onto separate 
disks.

Size and 
number of  

Files 

• Multiple database files.

• Files of identical size and growth pattern (TFs 1117, 2371)

Indexing

• Proper indexing is essential.

• “SARG-ability” for WHEREand JOINclauses, primary and foreign 
keys, etc.



Step 2: Tuning Overall Workload

Segregate 
Workloads

• Tempdb onto its own array.

• Read-heavy workloads separated from Write-heavy workloads.

Segregate 
Subsystems

• System database onto their own arrays: Distribution, Master, MSDB.

• Use partitioning to segregate time-differentiated data.

More 

Cowbell!

• Add disks, files, and filegroups.

• Add more memory.

• Tune SQL ... a lot!



Traditional I/O Bottleneck Reduction Approaches…

Refactor database and 
application design

Time consuming; Skill dependent; 

Labor intensive; COSTLY

Add CPU and memory Dead-end if not I/O bound; COSTLY 

Upgrade server hardware Complexity; Reliability & Scalability 

Concerns; COSTLY; Vendor lock In

Add hard disk drives, 

controllers

COSTLY; Power, cooling, and footprint 

limitations; Performance constrained

Upgrade traditional 

storage
Hit Rate Limited; Randomized I/O 

Issues; COSTLY
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Fundamentals of the Disk Hardware Architecture
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IO Acronym Soup

• A single fixed disk is inadequate 
except for the simplest needs

• Database applications require a 
Redundant Array of Inexpensive 
Disks (RAID) for:
• Fault tolerance

• Availability

• Speed

• Different levels offer HA different 
pros/cons

• JBOD:  Just a Bunch of Disks

• RAID:  Redundant Array of 
Inexpensive Disks

• DAS:  Direct Attached Storage

• NAS:  Network Attached Storage

• SAN:  Storage Area Network
• Array:  The box that exposes the LUN

• HBA:  The Network card used to 
communicate with the SAN

• Fabric:  The network between SAN 
components



RAID Level 5

• Pros
• Highest Read data transaction rate; Medium Write data transaction rate

• Low ratio of parity disks to data disks means high efficiency

• Good aggregate transfer rate

• Cons
• Disk failure has a medium impact on throughput; Most complex controller design

• Difficult to rebuild in the event of a disk failure (compared to RAID 1)

• Individual block data transfer rate same as single disk



RAID Level 1

• Pros
• One Write or two Reads possible per mirrored pair

• 100% redundancy of data

• RAID 1 can (possibly) sustain multiple simultaneous drive failures

• Simplest RAID storage subsystem design

• Cons
• High disk overhead  (100%)

• Cost



RAID Level 10 

ÅPros
– RAID 10 is implemented as a striped array whose segments are RAID 1 arrays 
– RAID 10 has the same fault tolerance as RAID level 1

RAID 10 has the same overhead for fault-tolerance as mirroring alone
– High IO rates are achieved by striping RAID 1 segments
– RAID 10 array can (possibly) sustain multiple simultaneous drive failures
– Excellent solution for sites that would have otherwise go with RAID 1 but need some additional performance boost



• Designed for ease of purchasing 
and administration, not 
performance

• Pros
– Supports multiple systems 

– Newest technology matches RAID1 / 
RAID1+0 performance

• Cons
– Expense and setup

– Must measure for bandwidth 
requirements of systems, internal RAID, 
and I/O requirements

Storage Area Network (SAN)



RAID Overview by Analogy



Performance Tuning Starts with Monitoring

• From the Windows POV

• From the SQL Server POV



Windows Point of View of IO

Counter Description

Disk Transfers/sec

Disk Reads/sec

Disk Writes/sec

Measures the number of IOPs

Discuss sizing of spindles of different type and rotational speeds with vendor

Impacted by disk head movement (i.e., short stroking the disk will provide more IOPs)

Average Disk sec/Transfer

Average Disk sec/Read

Average Disk sec/Write

Measures disk latency. Numbers will vary, optimal values for averages over time:

1 - 5 ms for Log (Ideally 1ms or better)   

5 - 20 ms for Data (OLTP) (Ideally 10ms or better)

<=25 - 30 ms for Data (DSS)

Average Disk Bytes/Transfer

Average Disk Bytes/Read

Average Disk Bytes/Write

Measures the size of I/ Os being issued
Larger I/O tends to have higher latency (example: BACKUP/RESTORE)

Avg. Disk Queue Length
Should not be used to diagnose good/bad performance
Provides insight into the applications I/O pattern

Disk Bytes/sec

Disk Read Bytes/sec

Disk Write Bytes/sec

Measure of total disk throughput
Ideally larger block scans should be able to heavily utilize connection bandwidth



SQL Server Point of View of IO

Tool Monitors Granularity 

sys.dm_io_virtual_file_stats
Latency, Number of I/O’s, Size, 
Total Bytes 

Database files

sys.dm_os_wait_stats PAGEIOLATCH, WRITELOG 

SQL Server Instance level 

(cumulative since last start –most useful to analyze 
deltas over time periods)

sys.dm_io_pending_io_requests I/O’s currently “in-flight”.
Individual I/O’s occurring in real time. 

(io_handlecan be used to determine file)

sys.dm_exec_query_stats

Number of …

Reads (Logical Physical) 

Number of writes

Query or Batch 

sys.dm_db_index_usage_stats
Number of IO’s and type of access 
(seek, scan, lookup, write) 

Index or Table 

sys.dm_db_index_operational_stats
I/O latch wait time, row & page 
locks, page splits, etc.

Index or Table 

Xevents PAGEIOLATCH Query and Database file



Performance Tuning for SQL Server DEMO

• SQL Server can tell you exactly which databases and workloads need to be 
tuned.

• Scripts to show SQL Server bottlenecks and which databases, files, indexes, 
and queries are most relevant to poorly performing workloads.



10 Rules for Better IO Performance

1. Tune queries (reads) or transactions (writes).

2. Tune or add indexes (reads) or fill factor (writes).

3. Segregate busy tables and indexes using files/filegroups.

4. Put log file and data files on separate volumes and, if possible, on independent SCSI channels.

5. Pre-size data and log files. Don’t rely on AUTOGROW

6. Use RAID for both DAS and SSD on production systems. RAID 1 and RAID1+0 are generally 
much better than RAID5

7. Tune TEMPDB separately

8. Create multiple data files for a given database, same size and same autogrowth

9. Partitioning … for the highly stressed database, especially administration

10. Monitor, tune, repeat…



TIP: Free IO Boost with Data Compression

•é You may lose out on free IO boost from a feature called Data 
Compression.
• Works at Page and Row levels.

• Data compression enables a SQL Server to compress tables and 
indexes to conserve IOPs at cost of added CPU.  
• Big performance improvement for I/O performance because fewer pages are used.

• Big space savings. 

• There a great multi-part data compression case study at 
http://blogs.sqlsentry.com/author/MelissaConnors/. 

http://blogs.sqlsentry.com/author/MelissaConnors/
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Thank You! - - - Q&A Time

Want more of my content? Check out 
http://info.sentryone.com/ty-kkline-session-slides-misc

Don’t forget to connect on Twitter and LinkedIn at KEKline.

http://info.sentryone.com/ty-kkline-session-slides-misc

